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Inteligencia Artificial
El Estudio de la Máquina Universal

No es una ciencia más, es una meta ciencia.

Inteligencia Artificial
Aprendizaje de Máquinas

Aprendizaje Profundo (Deep Learning)

Robótica, IA en un sistema f́ısico capaz de interactuar con el
mundo f́ısico.
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Inteligencia Artificial
Una Historia que Partió al Inicio del Siglo XX

Ramón y Cajal, Revista Trimestral de
Histoloǵıa Normal y Patológica,

Laboratorio de Histoloǵıa de la Facultad
de Medicina de Barcelona, 1888. Dibujo

del cerebelo de un pichón, hecho por
Santiago Ramón y Cajal (Wikipedia).

McCullock and Pitts, Journal of
Mathematical Biophysics, 1943.

y = g

 n∑
i=1

wi · xi − b


g(s) =

2

1 + e−a·s

Rosenblatt, Principles of
Neurodynamics: Perceptrons and the
Theory of Brain Mechanisms, Spartan

Books, 1962.
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Inteligencia Artificial
¿Porqué Ahora?: Un Descubrimiento Fundamental

A partir del 2011, sorpresivamente y en contra del sentido
común, las redes neuronales profundas resolvieron
problemas dif́ıciles con facilidad.

Schwartz-Ziv and Tishby, el 29 of April of 2017, demuestran
en “Opening the black box of Deep Neural Networks via
Information”, ArXiv, que se cruzó un umbral
matemático, hasta el momento desconocido, que
permitió diseñar con facilidad IAs complejas.
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Estado del Arte
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Estado del Arte

Learning Dexterous In-Hand Manipulation

OpenAI∗

Figure 1: A five-fingered humanoid hand trained with reinforcement learning manipulating a block
from an initial configuration to a goal configuration using vision for sensing.

Abstract

We use reinforcement learning (RL) to learn dexterous in-hand manipulation
policies which can perform vision-based object reorientation on a physical Shadow
Dexterous Hand. The training is performed in a simulated environment in which we
randomize many of the physical properties of the system like friction coefficients
and an object’s appearance. Our policies transfer to the physical robot despite
being trained entirely in simulation. Our method does not rely on any human
demonstrations, but many behaviors found in human manipulation emerge naturally,
including finger gaiting, multi-finger coordination, and the controlled use of gravity.
Our results were obtained using the same distributed RL system that was used to
train OpenAI Five [43]. We also include a video of our results: https://youtu.
be/jwSbzNHGflM.

1 Introduction

While dexterous manipulation of objects is a fundamental everyday task for humans, it is still
challenging for autonomous robots. Modern-day robots are typically designed for specific tasks
in constrained settings and are largely unable to utilize complex end-effectors. In contrast, people
are able to perform a wide range of dexterous manipulation tasks in a diverse set of environments,
making the human hand a grounded source of inspiration for research into robotic manipulation.

The Shadow Dexterous Hand [58] is an example of a robotic hand designed for human-level dexterity;
it has five fingers with a total of 24 degrees of freedom. The hand has been commercially available

∗Built by a team of researchers and engineers at OpenAI (in alphabetical order).

Marcin Andrychowicz Bowen Baker Maciek Chociej Rafał Józefowicz Bob McGrew Jakub Pachocki
Arthur Petron Matthias Plappert Glenn Powell Alex Ray Jonas Schneider Szymon Sidor Josh Tobin
Peter Welinder Lilian Weng Wojciech Zaremba

2018-7-30
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ARTICLE
doi:10.1038/nature16961

Mastering the game of Go with deep 
neural networks and tree search
David Silver1*, Aja Huang1*, Chris J. Maddison1, Arthur Guez1, Laurent Sifre1, George van den Driessche1,  
Julian Schrittwieser1, Ioannis Antonoglou1, Veda Panneershelvam1, Marc Lanctot1, Sander Dieleman1, Dominik Grewe1, 
John Nham2, Nal Kalchbrenner1, Ilya Sutskever2, Timothy Lillicrap1, Madeleine Leach1, Koray Kavukcuoglu1,  
Thore Graepel1 & Demis Hassabis1

All games of perfect information have an optimal value function, v*(s), 
which determines the outcome of the game, from every board position 
or state s, under perfect play by all players. These games may be solved 
by recursively computing the optimal value function in a search tree 
containing approximately bd possible sequences of moves, where b is 
the game’s breadth (number of legal moves per position) and d is its 
depth (game length). In large games, such as chess (b ≈ 35, d ≈ 80)1 and 
especially Go (b ≈ 250, d ≈ 150)1, exhaustive search is infeasible2,3, but 
the effective search space can be reduced by two general principles. 
First, the depth of the search may be reduced by position evaluation: 
truncating the search tree at state s and replacing the subtree below s 
by an approximate value function v(s) ≈ v*(s) that predicts the outcome 
from state s. This approach has led to superhuman performance in 
chess4, checkers5 and othello6, but it was believed to be intractable in Go 
due to the complexity of the game7. Second, the breadth of the search 
may be reduced by sampling actions from a policy p(a|s) that is a prob-
ability distribution over possible moves a in position s. For example, 
Monte Carlo rollouts8 search to maximum depth without branching 
at all, by sampling long sequences of actions for both players from a 
policy p. Averaging over such rollouts can provide an effective position 
evaluation, achieving superhuman performance in backgammon8 and 
Scrabble9, and weak amateur level play in Go10.

Monte Carlo tree search (MCTS)11,12 uses Monte Carlo rollouts 
to estimate the value of each state in a search tree. As more simu-
lations are executed, the search tree grows larger and the relevant 
values become more accurate. The policy used to select actions during 
search is also improved over time, by selecting children with higher 
values. Asymptotically, this policy converges to optimal play, and the 
evaluations converge to the optimal value function12. The strongest 
current Go programs are based on MCTS, enhanced by policies that 
are trained to predict human expert moves13. These policies are used 
to narrow the search to a beam of high-probability actions, and to 
sample actions during rollouts. This approach has achieved strong 
amateur play13–15. However, prior work has been limited to shallow 

policies13–15 or value functions16 based on a linear combination of 
input features.

Recently, deep convolutional neural networks have achieved unprec-
edented performance in visual domains: for example, image classifica-
tion17, face recognition18, and playing Atari games19. They use many 
layers of neurons, each arranged in overlapping tiles, to construct 
increasingly abstract, localized representations of an image20. We 
employ a similar architecture for the game of Go. We pass in the board 
position as a 19 × 19 image and use convolutional layers to construct a 
representation of the position. We use these neural networks to reduce 
the effective depth and breadth of the search tree: evaluating positions 
using a value network, and sampling actions using a policy network.

We train the neural networks using a pipeline consisting of several 
stages of machine learning (Fig. 1). We begin by training a supervised 
learning (SL) policy network pσ directly from expert human moves. 
This provides fast, efficient learning updates with immediate feedback 
and high-quality gradients. Similar to prior work13,15, we also train a 
fast policy pπ that can rapidly sample actions during rollouts. Next, we 
train a reinforcement learning (RL) policy network pρ that improves 
the SL policy network by optimizing the final outcome of games of self-
play. This adjusts the policy towards the correct goal of winning games, 
rather than maximizing predictive accuracy. Finally, we train a value 
network vθ that predicts the winner of games played by the RL policy 
network against itself. Our program AlphaGo efficiently combines the 
policy and value networks with MCTS.

Supervised learning of policy networks
For the first stage of the training pipeline, we build on prior work 
on predicting expert moves in the game of Go using supervised  
learning13,21–24. The SL policy network pσ(a |  s) alternates between con-
volutional layers with weights σ, and rectifier nonlinearities. A final soft-
max layer outputs a probability distribution over all legal moves a. The 
input s to the policy network is a simple representation of the board state 
(see Extended Data Table 2). The policy network is trained on randomly  

The game of Go has long been viewed as the most challenging of classic games for artificial intelligence owing to its 
enormous search space and the difficulty of evaluating board positions and moves. Here we introduce a new approach 
to computer Go that uses ‘value networks’ to evaluate board positions and ‘policy networks’ to select moves. These deep 
neural networks are trained by a novel combination of supervised learning from human expert games, and reinforcement 
learning from games of self-play. Without any lookahead search, the neural networks play Go at the level of state- 
of-the-art Monte Carlo tree search programs that simulate thousands of random games of self-play. We also introduce a 
new search algorithm that combines Monte Carlo simulation with value and policy networks. Using this search algorithm, 
our program AlphaGo achieved a 99.8% winning rate against other Go programs, and defeated the human European Go 
champion by 5 games to 0. This is the first time that a computer program has defeated a human professional player in the 
full-sized game of Go, a feat previously thought to be at least a decade away.

1Google DeepMind, 5 New Street Square, London EC4A 3TW, UK. 2Google, 1600 Amphitheatre Parkway, Mountain View, California 94043, USA.
*These authors contributed equally to this work.

© 2016 Macmillan Publishers Limited. All rights reserved
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Creación de US $15,7 Millones de Millones de Valor Económico
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Inteligencia Artificial
La Fiebre de la Inteligencia Artificial

Personas caminando por el Sendero Chilkoot durante la Fiebre del
Oro en Yukon, Alaska, a fines del siglo XIX (Wikipedia).

Incide en todas las
actividades humanas, no
es sobre un producto o
servicio.

Afecta a donde sea que
haya personas, no está
localizada
geográficamente.

Produce una reacción de
empresas y gobiernos
que tiene como fin
asegurar posiciones en este
nuevo escenario.

Zegers Inteligencia Artificial



Reacciones de los Gobiernos
Visión

STUDY

JULY 2017

Artificial 
Intelligence and 
National Security
Greg Allen

Taniel Chan

A study on behalf of Dr. Jason Matheny, Director of the U.S. 
Intelligence Advanced Research Projects Activity (IARPA)

B E L F E R  C E N T E R  S T U D Y

Executive summary

Researchers in the field of Artificial Intelligence
(AI) have demonstrated significant technical
progress over the past five years, much faster than
was previously anticipated.
Most AI research advances are occurring in the
private sector and academia.
Existing capabilities in AI have significant
potential for national security.
Future progress in AI has the potential to be a
transformative national security technology, on a
par with nuclear weapons, aircraft, computers,
and biotech.
Advances in AI will affect national security by
driving change in three areas: military superiority,
information superiority, and economic superiority.
We analyzed four prior cases of transformative
military technologies—nuclear, aerospace, cyber,
and biotech—and generated “lessons learned” for
AI.
Taking a “whole of government” frame, we provide
three goals for U.S. national security policy
toward AI technology and provide 11
recommendations.
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Fuerzas Armadas
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Reacciones de los Gobiernos
Capacidad de Manipulación

Psychological targeting as an effective approach to
digital mass persuasion
S. C. Matza,1, M. Kosinskib,2, G. Navec, and D. J. Stillwelld,2

aColumbia Business School, Columbia University, New York City, NY 10027; bGraduate School of Business, Stanford University, Stanford, CA 94305;
cWharton School of Business, University of Pennsylvania, Philadelphia, PA 19104; and dCambridge Judge Business School, University of Cambridge,
Cambridge, CB2 3EB, United Kingdom

Edited by Susan T. Fiske, Princeton University, Princeton, NJ, and approved October 17, 2017 (received for review June 17, 2017)

People are exposed to persuasive communication across many
different contexts: Governments, companies, and political parties
use persuasive appeals to encourage people to eat healthier,
purchase a particular product, or vote for a specific candidate.
Laboratory studies show that such persuasive appeals are more
effective in influencing behavior when they are tailored to individ-
uals’ unique psychological characteristics. However, the investiga-
tion of large-scale psychological persuasion in the real world has
been hindered by the questionnaire-based nature of psychological
assessment. Recent research, however, shows that people’s psycho-
logical characteristics can be accurately predicted from their digital
footprints, such as their Facebook Likes or Tweets. Capitalizing on
this form of psychological assessment from digital footprints, we
test the effects of psychological persuasion on people’s actual be-
havior in an ecologically valid setting. In three field experiments
that reached over 3.5 million individuals with psychologically tai-
lored advertising, we find that matching the content of persuasive
appeals to individuals’ psychological characteristics significantly al-
tered their behavior as measured by clicks and purchases. Persuasive
appeals that were matched to people’s extraversion or openness-to-
experience level resulted in up to 40% more clicks and up to 50%
more purchases than their mismatching or unpersonalized counter-
parts. Our findings suggest that the application of psychological
targeting makes it possible to influence the behavior of large
groups of people by tailoring persuasive appeals to the psycholog-
ical needs of the target audiences. We discuss both the potential
benefits of this method for helping individuals make better deci-
sions and the potential pitfalls related to manipulation and privacy.

persuasion | digital mass communication | psychological targeting |
personality | targeted marketing

Persuasive mass communication is aimed at encouraging large
groups of people to believe and act on the communicator’s

viewpoint. It is used by governments to encourage healthy be-
haviors, by marketers to acquire and retain consumers, and by
political parties to mobilize the voting population. Research
suggests that persuasive communication is particularly effective
when tailored to people’s unique psychological characteristics
and motivations (1–5), an approach that we refer to as psycho-
logical persuasion. The proposition of this research is simple yet
powerful: What convinces one person to behave in a desired way
might not do so for another. For example, matching computer-
generated advice to participants’ dominance level elicited higher
ratings of source credibility and increased the likelihood of
participants changing their initial opinions in response to the
advice (2). Similarly, participants’ positive attitudes and purchase
intentions were stronger when the marketing message for a
mobile phone was tailored to their personality profile (4). While
these studies provide promising evidence for the effectiveness of
psychological persuasion, their validity is limited by the fact that
they were mainly conducted in small-scale, controlled laboratory
settings using self-report questionnaires. Self-reports are known
to be affected by a whole range of response biases (6), and there
are numerous reasons why people’s natural behavior might differ

from that displayed in the laboratory (7). Consequently, it is
questionable whether—and to what extent—these findings can be
generalized to the application of psychological persuasion in real-
world mass persuasion (see ref. 8 for initial evidence).
A likely explanation for the lack of ecologically valid research

in the context of psychological persuasion is the questionnaire-
based nature of psychological assessment. Whereas researchers
can ask participants to complete a psychological questionnaire in
the laboratory, it is unrealistic to expect millions of people to do
so before sending them persuasive messages online. Recent re-
search in the field of computational social sciences (9), however,
suggests that people’s psychological profiles can be accurately pre-
dicted from the digital footprints they leave with every step they
take online (10). For example, people’s personality profiles have
been predicted from personal websites (11), blogs (12), Twitter
messages (13), Facebook profiles (10, 14–16), and Instagram pic-
tures (17). This form of psychological assessment from digital foot-
printsmakes it paramount to establish the extent to which behaviors
of large groups of people can be influenced through the application
of psychological mass persuasion—both in their own interest (e.g.,
by persuading them to eat healthier) and against their best interest
(e.g., by persuading them to gamble). We begin this endeavor in a
domain that is relatively uncontroversial from an ethical point of
view: consumer products.

Significance

Building on recent advancements in the assessment of psycho-
logical traits from digital footprints, this paper demonstrates the
effectiveness of psychological mass persuasion—that is, the ad-
aptation of persuasive appeals to the psychological characteris-
tics of large groups of individuals with the goal of influencing
their behavior. On the one hand, this form of psychological mass
persuasion could be used to help people make better decisions
and lead healthier and happier lives. On the other hand, it could
be used to covertly exploit weaknesses in their character and
persuade them to take action against their own best interest,
highlighting the potential need for policy interventions.

Author contributions: S.C.M. and M.K. designed research; S.C.M., M.K., and D.J.S. per-
formed research; S.C.M. analyzed data; and S.C.M., M.K., G.N., and D.J.S. wrote the paper.
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Reacciones de los Gobiernos
Riesgos

”Some countries are already moving in this direction.
China has begun to construct a digital authoritarian
state by using surveillance and machine learning tools to
control restive populations, and by creating what it calls
a “social credit system.” Several like-minded countries
have begun to buy or emulate Chinese systems. Just as
competition between liberal democratic, fascist, and
communist social systems defined much of the twentieth
century, so the struggle between liberal democracy and
digital authoritarianism is set to define the twenty-first.”
(How Artificial Intelligence Will Reshape the Global Order,
Foreign Affairs, 10 de julio de 2018)
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Planes Gubernamentales
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Objetivos Generales

Aprovechar la oportunidad.

Crear capacidades humanas.

Ayudar a la transición.
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La Sociedad Humana
Falsas Expectativas sobre la IA Gracias al “Efecto Hollywood”

The Terminator (Wikipedia).

Śı, la IA está cambiando las
cosas.

Pero hasta el momento sólo hay
IAs angostas: se necesitan a las
personas antes, durante y después
de la introducción de estas
tecnoloǵıas.

La tecnoloǵıa actual está muy
lejos de ser capaz de duplicar la
enorme capacidad humana.

Queda por verse hasta dónde y
cuán rápido va a ser el cambio.
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La Sociedad Humana
Predicciones sobre la Automatización del Trabajo

When Where Jobs Destroyed Jobs Created Predictor

2016 worldwide 900,000 to 1,500,000 Metra Martech
2018 US jobs 13,852,530* 3,078,340* Forrester
2020 worldwide 1,000,000-2,000,000 Metra Martech
2020 worldwide 1,800,000 2,300,000 Gartner
2020 sampling of 15 countries 7,100,000 2,000,000 WEF
2021 worldwide 1,900,000-3,500,000 IFR
2021 US jobs 9,108,900* Forrester
2022 worldwide 1,000,000,000 Thomas Frey
2025 US jobs 24,186,240* 13,604,760* Forrester
2025 US jobs 3,400,000 ScienceAlert
2027 US jobs 24,700,000 14,900,000 Forrester
2030 worldwide 2,000,000,000 Thomas Frey
2030 worldwide 400,000,000-800,000,000 555,000,000-890,000,000 McKinsey
2030 US jobs 58,164,320* PWC
2035 US jobs 80,000,000 Bank of England
2035 UK jobs 15,000,000 Bank of England
No Date US jobs 13,594,320* OECD
No Date UK jobs 13,700,000 IPPR

Every study we could find on what automation will do to jobs, in one chart, Erin Winick, Technology Review, 25 de
enero de 2018.
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La Sociedad Humana
El Escenario Centauro

Robots and People Can Work Faster Together, David Bourne, Director del Rapid Manufacturing Lab, Robotics
Institute, Carnegie Mellon University, 25 de julio de 2013. Leer Collaborative Intelligence: Humans and AI Are

Joining Forces, Harvard Business Review, Julio-Agosto, 2018.
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Adaptaciones de las Empresas
Reacciones

Non-tech businesses are beginning to
use artificial intelligence at scale, The
Economist, 31 de marzo de 2018.

I Mercados horizontales compuestos
por consumidores generales están
dominados por Alibaba,
Amazon, Apple, Baidu,
Facebook, Google, IBM,
Microsoft y Tencent.

I El resto son silos aislados.

I Quién tiene la gente y los
datos domina.

I Los algoritmos se están
transformando en un commodity.
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Adaptaciones de las Empresas
IA en la Internet
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Adaptaciones de las Empresas
IA en la Empresa

Security & 
Risk

Logistics

Business 
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HR & Talent
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& Legal
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Marketing

Digital 
Commerce

Data  
Science

Customer 
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Engineering/ 
IT
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Manufacturing

Consumer 
Marketing Finance & 

Operations

PRESENTED BY

Enterprise  
AI Companies

AI Lanscape 2018, Topbots, septiembre de 2018.
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Adaptaciones de las Empresas
IA en el Mundo F́ısico

YuMi de ABB.
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Adaptaciones de las Empresas
IA Autónoma

I El último paso.
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Adaptaciones de las Empresas
Ciclo de Percepción y Acción

DRIVING DEMAND IN THE DIGITAL SUPPLY CHAIN: Algorithms and the Untapped Power of Applying
Real-Time Big Data and AI/ML, DSCI Institute, The Center for Global Enterprise, enero de 2018.
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Adaptaciones de las Empresas
Data Driven

Driving Demand in the Digital Supply Chain 38

EXHIBIT 1

Driving Demand in the Digital Supply Chain 39

EXHIBIT 2

DRIVING DEMAND IN THE DIGITAL SUPPLY CHAIN: Algorithms and the Untapped Power of Applying
Real-Time Big Data and AI/ML, DSCI Institute, The Center for Global Enterprise, enero de 2018.
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Adaptaciones de las Empresas
Desaf́ıos

I Las empresas en el mundo están acelerando la introducción
de la inteligencia artificial.

I Es necesario educar a las personas, partiendo por los ĺıderes.

I Fuerte cambio de cultura interna que rompe los silos t́ıpicos.

I Es necesaria la ingenieŕıa antes, durante y después.
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Conclusión
¿Preguntas?
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